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Abstract: Evaluations have gained in popularity in Canada since the 1990s, but statistical data indicate that the resources allocated to this management tool have not increased accordingly, despite the increased demand. During the same period, regardless of significant efforts to optimize governance, the Canadian federal government’s management of issues related to Aboriginal peoples presents some weaknesses. Because evaluation may directly affect the administration of public programs, this study proposes a meta-evaluation of First Nations program evaluations. To do so, we replicate a methodology previously used by the Treasury Board Secretariat in 2004 to complete a vast study assessing the quality of evaluation in Canada. This article, based on the systematic analysis of a nonprobability sampling of more than 20 program evaluation reports, has applied the TBS’s meta-evaluation techniques to the Aboriginal context. The results show that the evaluation of Aboriginal programs is of good, and even excellent, quality and suggest that the TBS’s evaluation policy has had a definitive impact on evaluation quality.
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Les résultats obtenus démontrent une évaluation de programmes autochtones de bonne qualité, même d’excellente qualité, et permettent de conclure que la politique d’évaluation du SCT donne des résultats concrets.
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Since the early 1990s, new governance processes based on results and accountability have driven governing bodies to justify their decisions to demonstrate the efficacy with which they spend public money (Dwivedi & Gow, 1999). Because of this, program evaluation has become increasingly popular within the Canadian public administration, notably with the introduction of the Canadian Evaluation Policy, drafted by the Treasury Board of Canada Secretariat (TBS, 2004a). The TBS’s Evaluation Policy, whose latest version was adopted in 2009, is part of this new administrative paradigm pushing governments to better equip themselves to take more efficient and better informed decisions (TBS, 2009). Despite the fact that evaluations have gained in popularity in Canada since the 1990s (Birch & Jacob, 2005), statistical data indicate that resources allocated to this management field have not increased at the same rate as demand, making it more and more challenging for evaluators (TBS, 2003). Because the introduction of the policy has had a direct impact on evaluation use, the production of high quality evaluations is essential to foster efficient decision-making based on rigorous, valid, reliable, and credible recommendations and conclusions (Daigneault, 2010). In fact, because evaluations are more likely to be integrated into the administrative process, many researchers have paid closer attention to evaluation quality and, more concretely, to the negative impact of poor quality evaluations (Forss & Carlsson, 1997; Smith, 1999, quoted by Schwartz & Mayne, 2005). These studies have brought to light how overall quality can vary from one evaluation to the next. Because evaluation can impact the decision-making process, a poor quality evaluation can lead to erroneous decisions based on unreliable data, in areas such as fund allocation (Heinrich, 2012). At the same time, researchers have demonstrated the corollary of this reality, suggesting that as the quality of an evaluation increases, the more this evaluation is likely to be used by public administration decision-makers (Che-limskey, 1977; Christie & Alkin, 1999; Cousins & Leithwood, 1986; Schwartz & Mayne, 2005; Weiss & Bucuvalas, 1980).

The criteria used to evaluate quality are relatively well established. Several evaluation organizations have developed evaluation norms to guide evaluation practice and guarantee its overall quality (Australasian Evaluation Society, 2000; African Evaluation Association, 2006; DEGEVAL, 2008; Jacob & Boisvert, 2010; Société suisse d’évaluation, 2000). These norms are most frequently adapted from those of the American Joint Committee on Standards for Educational Evaluation (JCSEE) first published in 1981 and subsequently revised (JCSEE, 1994; Mbairewaye & Jacob, 2012; Widmer, Landert, & Bachman, 2000). Following in
the JCSEE’s footsteps, the Canadian standards are divided into four categories: utility, feasibility, propriety, and accuracy (Canadian Evaluation Society, 2010).

The introduction of standards monitoring evaluation practice promotes a more critical view of the quality of evaluations. This process of ex-post revision, also known as meta-evaluation, is frequently recommended by the evaluative norms of different evaluation organizations. Questions regarding validation and revision of evaluations have long been debated and studied in the literature (Cook & Gruder, 1978; Cooksy & Caracelli, 2005; Mayne, 2005; Patel, 2002; Schwartz & Mayne, 2005; Scriven, 2005; Stufflebeam, 2001, 2011; Worthen, 2001). The meta-evaluation process is a carbon copy of the evaluation process, with one main difference: its objective. Instead of looking into the value of a program, it rather seeks to validate the quality of the evaluation itself (Cooksy & Caracelli, 2005).

Though evaluation standards are recent, meta-evaluation has been in use for quite some time. Its use increased progressively as more and more authors questioned evaluation quality (Forss & Carlsson, 1997; Guba, 1969), and it eventually became a necessary step to ensure the profession’s credibility (Scriven, 2005; Stufflebeam, 2011).

Constantly putting the credibility of the evaluation process to the test is crucial if one wishes to integrate evaluation into the decision-making process. In fact, a TBS study (2006) about the government’s role in evaluation quality mentions the challenges faced in the field of evaluation:

A review of the literature on the role of evaluation in government found evaluation to be recognized as an important and longstanding function in Canadian government. However, the extent that evaluation has actually [been] integrated into government decision-making has been limited. (p. 1)

Jacob (2006) also points out that the institutionalization of Canadian evaluation seeks to ensure better quality and usefulness in the activities undertaken. Thus, quality and utility are essential conditions and are ultimately linked when evaluation procedures are to be undertaken on a regular basis. From a standpoint of resource optimization, while we hope to maximize the utility of public funds, the issue of quality naturally becomes central to the evaluation process.

**RESEARCH OBJECTIVES**

As stated earlier, evaluation quality can be directly linked to efficient decision-making and to sound administration. Yet, in Canada, despite the fact that important efforts have been implemented to optimize governance, one notices that governance issues relating to Aboriginal peoples present a series of weaknesses in the Canadian state’s management processes. In fact, the management of Aboriginal issues is one of the strongest examples of ineffective governance in the country (Government of Canada, 2011). Unfortunately, this most alarming situation has persisted for years now, and recent studies do not indicate that it will improve in years to come. Nevertheless, over the last few years, several administrative initia-
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Empowerment strategies have sought to foster the empowerment of indigenous communities. This empowerment strategy is related to the conclusions of the Royal Commission on Aboriginal Peoples, published in 1996, that urged the Canadian government to take greater consideration of First Nations, Métis, and Inuit traditional knowledge and encourage greater collaboration between its ministries when elaborating public policies, notably those related to Aboriginal health issues (Abele, 2006, p. 6). Despite some steps that have been taken toward Aboriginal self-government, thus encouraging the development of Aboriginal communities, there are persistent gaps, and statistical data still demonstrate important differences between Aboriginal peoples and the general Canadian population (Government of Canada, 2008).

Despite the fact that Aboriginal governments are undergoing profound changes and face many challenges, we do not necessarily expect that their program evaluation will be of poor quality, but we can anticipate that it will be different from traditional evaluation (Jacob & Desautels, 2013). As stated by Chouinard and Cousins (2007, p. 47), Aboriginal evaluation differs from traditional evaluation in that it shows greater attention to cultural context and places greater emphasis on the participation of stakeholders in a process of empowerment. Because First Nations, Métis, and Inuit peoples face so many socio-economic issues that hamper their communities’ ability to flourish and develop, it seems natural to hope that maximizing social program performance and evaluation is prioritized. Realizing that evaluation is present in the decision-making processes more than ever, we would like to substantiate the quality of programs aimed at Aboriginals in Canada. Interest in Aboriginal program evaluation is of particular significance, as evaluation is the first factor that affects the utilization of recommendations and conclusions, which may lead to the betterment of public interventions (Weiss & Bucuvalas, 1980).

This study undertakes a meta-evaluation of First Nations program evaluations. A similar undertaking was completed by the TBS in 2004, which conducted a vast study aimed at assessing the quality of evaluation in Canada (TBS, 2004b). In its review of more than 100 program evaluations, this assessment highlighted a series of strengths and weaknesses related to issues in Canadian evaluation. From the data collected in their meta-evaluation, the research team was able to pull together a list of general criteria that can be used as an analytical chart, whose criteria are as follows: evaluation reports

- are clearly written, are concise and use simple language;
- clearly describe the program, policy, or initiative being evaluated, including its objectives, outputs, expected outcomes, reach and resources;
- have an assessment of the results achieved by the policy, program, or initiative;
- have a description of the evaluation, including its timing; the methodology; the evaluation objectives and issues; and how the evaluation fits into, and is important to, the overall operations of the department or agency;
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• expose the limits of the evaluation, in terms of context, scope, methods, and conclusions;
• have an appropriate methodology (e.g., multiple lines of evidence);
• have conclusions that clearly address the main evaluation issues or relevance, success/impacts, and cost-effectiveness (depending on the type of evaluation—formative or summative);
• include only information necessary to understand findings, conclusions, and recommendations;
• present evidence-based and credible findings, for example:
  • evidence gathered in surveys of a representative group of participants, and compared to a comparable group of non-respondents
  • evidence derived from comparisons to baseline measures from the performance management system; and
  • qualitative evidence gathered from key informants who do not have a stake in the respective program or who are truly knowledgeable in the area of question;
• have conclusions and recommendations flowing logically from evaluation findings;
• have clear, attainable recommendations indicating actions to be taken and time frame; and
• provide analysis and explanation of exposure to risk of problems identified and in respect to recommendations made. (TBS, 2004b, p. 89)

In summary, the TBS study findings demonstrate that evaluation quality is relatively uneven within the Canadian federal government. Indeed, although most evaluations retained by the study were judged to be adequate, 23% were actually deemed inadequate. Despite this, the 2004 study establishes that Canadian evaluation procedures have improved over time. For example, the TBS study report maintains, in reference to post-2002 evaluations, that these were "addressing cost-effectiveness issues; methodological rigour; identifying alternatives; presentation of evidence-based findings; and, formal recommendations" (TBS, 2004b, p. 2). The report suggests that these tangible improvements in evaluation quality are explained by the efforts of the TBS to promote 2001′s Evaluation Policy in different ministries and public organizations.

METHODOLOGY
The main goal of this study is to assess the quality of Aboriginal Public Programs evaluation reports. To achieve this, we used the evaluation model presented by the TBS in 2004 and applied it to a sample of Aboriginal program reports.

Data Sources and Samples
The review of the evaluation quality of First Nations, Métis, and Inuit programs was based on a nonprobabilistic sample of evaluation reports representative
of Aboriginal programs’ evaluation in Canada. In this study, any report was considered Aboriginal if it was produced through an evaluation process involving a public program in an Aboriginal community as defined by Indian and Northern Affairs Canada (INAC), thus including Inuit communities in Nunavut, the Northwest Territories, the Yukon, Northern Québec (Nunavik), and Labrador; all First Nations, including those communities, towns, or villages not part of traditional territories or reservations (such as Winnipeg’s Aboriginal community); and all Métis communities. To better define the characteristics of the populations targeted by the Aboriginal programs evaluation reports, the websites of INAC, the federal and provincial governments, and various private evaluation firms were consulted. Although our initial plan was to bring together reports issued by different levels of government (national, provincial, and territorial), following an exhaustive search of various government websites and evaluation firms and a keyword search on Google it became obvious that, with over 60 reports published since 2003, INAC was by far the biggest player in the field in Canada.

Our goal was to draw up a comprehensive portrait of procedures linked to Aboriginal programs evaluation practices. To do so, we used a selection process similar to a stratified sampling, except that the criteria were applied qualitatively. A sample of 20 reports was deemed sufficient for our exploratory approach after we set aside reports that were judged irrelevant (evaluation type/date, programs covered by another evaluation, or programs similar to ones that were already selected). However, preliminary data and the preponderance of reports from INAC in our first sampling prompted us to increase the number of reports included to improve the final sample’s representativeness. Figure 1 illustrates the selection process of the initial sample, and Figure 2 illustrates the second selection phase during which we tried to find additional relevant reports that had not been produced by or for INAC.

Initially, our objective was to classify various evaluation reports according to the level of government, publication date, and evaluation type (internal/external and formative/summative), but because of the lack of reports published by provincial and territorial governments, these criteria were only applied to reports published by INAC. The sample has some limitations, in that, because there is no centralized database of all Aboriginal evaluations available, it is based primarily on the results and impressions of our research on the websites of INAC, the federal and provincial governments, and various private evaluation firms. However, at first glance (Table 1), the sample seems to provide an adequate representation of program evaluations carried out in Aboriginal settings in Canada.

The sample comprises 27 Aboriginal program evaluation reports (see Appendix). Despite our efforts to diversify evaluation types, most reports were produced by a federal department: INAC. It is noticeable that INAC frequently involves outside collaborators in the evaluation process, which explains why more than a third of all evaluation reports are classified as using both internal and external
evaluation resources. Another interesting fact about our sample is that most of the reports are summative evaluations (74%). Lastly, most reports (85%) were produced after 2005.  

**Analytical Tools**

Analysis of the reports was completed by coding their contents using a two-sided analytical model. The first section allowed for the description of the evaluation reports’ general traits:

1. Year of publication
2. Internal or external evaluation
3. Summative or formative evaluation
4. The agency or department commissioning the report
5. The level of government involved (federal, provincial, territorial)

---

**Figure 1. Sampling Process Phase 1**

December 2010: Searched evaluation reports section of the AINC website \((n = 66)\)

December 2010: Searched Google with following keywords: “Aboriginal evaluation,” “Canadian Aboriginal evaluation,” “évaluation de programmes autochtones.”

Review of 50 first entries for each keyword search \((n = 200)\)

Reviewed and rejected AINC reports after reading abstracts because they were repeats \((year \text{ and type of reports}) \ (n = 40)\)

Rejected Google entries once the description was revised because documents were not evaluation reports \((n = 190)\)

AINC reports extracted from website and read \((n = 26)\)

Google entries extracted for further reading \((n = 10)\)

AINC reports set aside because they were judged irrelevant \((programs \text{ covered by another evaluation, or program similar to one that was already selected}) \ (n = 10)\)

Reports extracted from Google search rejected because they were not Aboriginal program evaluation \((the \text{ abstract was not concise enough to make the selection during the previous step}) \ (n = 6)\)

Evaluations retained from the AINC website \((n = 16)\)

Evaluations retained from Google keyword search \((n = 4)\)

**TOTAL:** 20
This section of the model was primarily used to provide a detailed description of the selected evaluation reports. The second section was based on the model developed by the TBS in its 2004 study. The TBS analytical model combines a series of documents pertaining to performance evaluation and quality assessment: (a) “Guide for the Review of Evaluation Reports,” prepared by the Centre of Excellence for Evaluation, TBS, January 2004; (b) “Checklist Form for Internal Control of Evaluation Study: Deliverables/Report, Processes and Contractors’ Work,” prepared by Program Evaluation, HRDC, September 2003; (c) “Health Canada Evaluation Report Assessment Guide,” prepared by the Departmental Program Evaluation Division, Health Canada, April 2003; (d) a framework for assessing the quality of evaluations, prepared by an external consultant for use by the Office of the Auditor General (but not implemented); and (e) excerpts from the OAG 1993 Report on Program Evaluation (“Criticisms re Evaluation Reports”), prepared by CEE (TBS, 2004b p. 7). From these documents used to assess the quality of evaluation reports, the Treasury Board of Canada elaborated its own analytical matrix. Its grid is divided into sections and subsections, allowing for a precise analysis of
each individual report. The following list details the 10 sections, with a detailed explanation of some of the criteria we used. For each criterion, except when we only coded "met"/"not met," we used a rating scale ranging from poor to excellent. We present this rating scale for three criteria to enable the reader to understand how the reports were evaluated.

1. Executive Summary
   1.1. Clearly and concisely written, coherent as a stand-alone document
   - **Poor**: Very poorly written or incomplete executive summary
   - **Below average**: Poorly written and omitting most elements of the evaluation
   - **Average**: Well written and the majority of the evaluation elements are presented
   - **Good**: Very well written and most of the evaluation elements are presented
   - **Excellent**: Very well written and all the elements of the evaluation are presented
1.2. Presents key evaluation issues and answers these issues with relevant information through sound analysis

2. Introduction and Context
2.1. Describes the program, policy, or initiative being evaluated
   - **Poor**: The program/policy/initiative is described briefly, but no details are given about objectives, funding, timetable, key activities, input/output, and theoretical framework
   - **Below average**: The program/policy/initiative is described briefly, but very few details are given about objectives, funding, timetable, key activities, input/output, and theoretical framework
   - **Average**: The program/policy/initiative is well described, but some key information about objectives, funding, timetable, key activities, input/output, and theoretical framework is missing
   - **Good**: The program/policy/initiative is well described and most of the key information about objectives, funding, timetable, key activities, input/output, and theoretical framework is present in the report
   - **Excellent**: All the elements of the program/policy/initiative are presented and very well detailed (objectives, funding, timetable, key activities, input/output, and theoretical framework)

2.2. Describes intended beneficiaries and stakeholders involved

2.3. Describes the cause-and-effect linkages among inputs, activities, outputs, and outcomes, and external factors contributing to success or failure

2.4. Discusses resource allocation to policy, program, or initiative areas

2.5. Identifies the role of the evaluation and its importance/significance at the time it was conducted

2.6. Describes the key evaluation issues and questions linked to the program, policy, or initiative

3. Methodology
3.1. Description of the Methodology/Design
   - **Poor**: The evaluation report briefly explains the methodology, but there are no further explanations of the steps undertaken
   - **Below average**: The evaluation report briefly explains the methodology, but some key elements are not presented and it is not possible to know all the steps undertaken in the evaluation course
   - **Average**: Methodological guidelines are presented, but there are very few or no details concerning, sampling strategy, tools, data triangulation, etc.
   - **Good**: Methodological guidelines are presented, and there are details concerning most of the elements (sampling, tools, data triangulation, etc.)
Excellent: Methodological guidelines are very well presented, and all the details are available concerning, sampling strategy, tools, data triangulation, etc.

3.2. Multiple Lines of Evidence
3.3. The limitations and trade-offs of the methodologies, data sources, and data used in the evaluation are clearly articulated

3.4. Rigour

4. Key Findings
4.1. Relevance
4.2. Success
4.3. Cost-effectiveness
4.4. Delivery/Implementation
4.5. Evaluation Issues
4.6. Evidence-based Findings
4.7. Analysis

5. Key Conclusions
6. Recommendations
7. Management Response
8. Action Plan
9. General/Other
10. Overall Assessment

Throughout the data coding process, the coder had to extract from the report all the elements needed to answer all the questions pertaining to key evaluation criteria. In the end, the results were tabulated according to explicit criteria for all the categories mentioned in the preceding list and followed the same principles as those set out by the Treasury Board of Canada’s 2004 study:

Most of the elements assessed in the reviews were rated on a five-point scale ranging from 1 (poor) to 5 (excellent), with the mid-point 3 indicating average. For the analyses, the scale ratings were collapsed into the three following categories: 1–2 (inadequate), 3 (adequate) and 4–5 (more than adequate). (TBS, 2004b, p. 11)

The coding was done by a single individual but was validated by a second individual in close collaboration with the first coder. The second individual had the criteria grid and was able to validate the work done by the coder. To ensure the validity and faithfulness of results, we employed a three-step coding process. First, all selected reports were read once to familiarize the coder with their contents and style. The analytical grid was rigorously applied to analyze each evaluation report. A few weeks after the first coding procedure, the reports’ data were analyzed a second time and compared to the results of our first attempt at coding. Due to the precision of the criteria, there was very little fluctuation over time. However, if gaps existed between the two codings, the procedure was undertaken a third time to validate the final result. The final result was then validated by the second individual. This test-retest validation method was designed to ensure data coding
through time. On average, 6.5 hours were required to complete the entire process for each selected report (4.5 hours for the first analysis, including the first reading, and 2 hours for the second).

RESULTS

This section presents the key findings and details the quality of Aboriginal programs’ evaluation reports.

Program Descriptions

Table 2 illustrates the data relating to the quality of program descriptions in the evaluation reports. The elements evaluated were description of initiative, beneficiaries and stakeholders, budget allocation review, account of underlying hypothesis and external factors, presentation of logical model, and description of links between cause and effect.

Table 2. Programme Description

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Met Criteria (%)</th>
<th>Inadequate (%)</th>
<th>Adequate (%)</th>
<th>More than adequate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Description of program, policy, or initiative</td>
<td>100</td>
<td>0</td>
<td>33</td>
<td>67</td>
</tr>
<tr>
<td>Description of beneficiaries and stakeholders</td>
<td>93</td>
<td>11</td>
<td>56</td>
<td>33</td>
</tr>
<tr>
<td>Review of funding allocations</td>
<td>85</td>
<td>4</td>
<td>70</td>
<td>26</td>
</tr>
<tr>
<td>Description of unintended outcomes and of external influences</td>
<td>37</td>
<td>0</td>
<td>75</td>
<td>22</td>
</tr>
<tr>
<td>Presentation of a logic model</td>
<td>19</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Description of causal links</td>
<td>33</td>
<td>0</td>
<td>89</td>
<td>11</td>
</tr>
</tbody>
</table>

aAll or some beneficiaries and stakeholders.

bAll or some unintended outcomes and external influences.

c“n/a” signifies no rating was made to this criterion.
All the Aboriginal program evaluation reports selected in our sample have a section pertaining to the description of the initiative or public policy. The criteria are respected adequately in about one third of cases, and more than adequately in 67% of the evaluation reports. A vast majority of selected documents have a section describing beneficiaries and stakeholders (93%), and a review of resource allocations is described in 85% of cases. However, few reports make mention of the logical model used to evaluate the programs (19% of reports). The absence of an analytical model impacts the description of hypothesis and of causal links. Descriptions of unintended outcomes and external factors are presented in only 37% of evaluation reports, while causal links are described in 33% of the cases.

**Context**

When it comes to the circumstances surrounding the evaluation process, we chose to focus on the following standards to measure the background information provided by the reports: depiction of evaluation objective, explanation of evaluation timeline or timeliness, justification of significance of evaluation, and description of issues and elements directly touched by the evaluation. The elements relating to the circumstances surrounding the evaluation process were generally respected. Almost all evaluation reports offered a detailed description of evaluation objectives (96% of cases), and, if present, the description was adequate in 62% and more than adequate in 27% of reports. The results were just as satisfactory for reports providing descriptions of the issues and elements to be evaluated (93% of cases), this criterion being fulfilled adequately or more than adequately in 92% of cases. More than three quarters of the reports selected (77%) mentioned the evaluation's timeline (again, 92% of those reports fulfilled the requirement adequately or more than adequately), and a similar number of reports (70%) detailed the evaluation's significance (the criterion was met adequately or more than adequately in 89% of cases).

**Issue Coverage**

Concerning the issue coverage in the course of an evaluation, the results speak for themselves: when it comes to pertinence, cost-benefit analysis, and management practices, Aboriginal program evaluation reports demonstrate excellent coverage. Pertinence is discussed in 96% of reports, goal attainment in 93% of cases, profitability in 81% of reports, program implantation and execution in 78% of cases, and management practices in 89% of the reports analyzed.

**Methodology**

Table 3 presents data on characteristics related to evaluation methodology. Discussions related to evaluation methodology vary from one report to the next, and there is significant disparity depending on the reference criterion. Although a description of applied methodologies and concepts (appearing in 96% of cases),
sample size (in 89%), instruments used (89%), and a reasonable evaluation design (85%) is present in most reports, other criteria, such as sample selection method (appearing in 33% of the reports analyzed), linkage of methods and issues (in 33%), and references to technical documentation (in 56%), are not frequently mentioned.

**Data Sources**

When it comes to data collection during evaluations of Aboriginal programs, it is important to note that 89% of the evaluation reports included multiple data sources to support their observations. At the same time, 85% of the evaluation reports in our sample provide a suitable balance between quantitative and qualitative data sources. Nevertheless, few reports include data relative to external perspectives, this criterion being respected by only 30% of reports analyzed. The same was observed for data ensuing from an ongoing monitoring of program performance (7% of sample reports). It is also important to note that stakeholder perspectives are adequately presented in 48% of sample reports and more than adequately presented in 40% of cases, which means that in most evaluation reports, the views of a majority or all of the stakeholders involved were heard.

---

***Table 3. Methodology***

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Met criteria (%)</th>
<th>Inadequate (%)</th>
<th>Adequate (%)</th>
<th>More than adequate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Description of methods and designs applied</td>
<td>96</td>
<td>12</td>
<td>50</td>
<td>38</td>
</tr>
<tr>
<td>Description of elements</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Sample size</td>
<td>89</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Sampling method</td>
<td>33</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Links between methods and elements</td>
<td>33</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Technical document referrals</td>
<td>56</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Instruments</td>
<td>89</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Suitable design</td>
<td>85</td>
<td>0</td>
<td>91</td>
<td>9</td>
</tr>
</tbody>
</table>

*a* Description or listing of elements.

*b* “n/a” signifies no rating was made to this criterion.
Table 4. Relevance Findings

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Met criteria (%)</th>
<th>Inadequate (%)</th>
<th>Adequate (%)</th>
<th>More than adequate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evidence to demonstrate actual need</td>
<td>93</td>
<td>8</td>
<td>72</td>
<td>20</td>
</tr>
<tr>
<td>Evidence to demonstrate responsiveness to need</td>
<td>93</td>
<td>4</td>
<td>72</td>
<td>26</td>
</tr>
<tr>
<td>Evidence to demonstrate continued relevance to government priorities</td>
<td>89</td>
<td>0</td>
<td>67</td>
<td>33</td>
</tr>
<tr>
<td>Evidence to demonstrate there is no duplication</td>
<td>37</td>
<td>10</td>
<td>60</td>
<td>30</td>
</tr>
</tbody>
</table>

Note. Only those reports that could be evaluated on this criterion were scored.

**Program Relevance**

Table 4 contains data on findings linked to program relevance. On this point, our sample of Aboriginal program evaluation reports performs well. In almost all cases (93%), data aiming to illustrate need or beneficiary receptive are presented in the evaluation reports. In the same vein, the program evaluation reports present figures that demonstrate the program's links to government priorities (89%). In fact, only one criterion in this section was rarely met (37% of reports): an indication of whether the program is duplicated elsewhere or is counteracting other government programs.

**Measuring Program Success**

When it comes to program success, most of the evaluation reports (93%) presented a detailed description of program results and funding allocation in view of its efficiency. The reviewing of other factors linked to success was also fairly well documented by our sample reports (85% of reports). In fact, when documented, it was done adequately or more than adequately in all cases. Unintended outcomes are mentioned in 55% of reports, while 44% of sample reports comment on other programs, initiatives, or policies that may have impacted program results. More than 1 out of every 3 evaluation reports (37%) take the impact of other programs or policies into account when assessing program results. Program incrementality is never truly assessed, though 15% of sample reports do mention it.
Other Aspects Linked to Conclusions

Concerning other aspects related to evaluation reports, the results vary greatly. On the one hand, issues and evaluation questions are handled adequately or more than adequately in most reports (67% and 26%, respectively). Also, most conclusions are based on available data and are logical interpretations of the results and analysis (adequately in 67% of cases and more than adequately in 33% of cases). Despite this, once the data are extracted from the report, we were able to determine that very few evaluation reports presented an appropriate analysis. In most cases, the analyses were not based on previously presented data or the relationship between data and analysis was not clearly demonstrated.

The main observations referring to the evaluation reports’ conclusions show that 93% of those conclusions were based on assessment criteria or referred explicitly to specific details. Also, in most cases (74%), the report findings reflected on lessons learned throughout the process. The criterion aimed at verifying if objective conclusions are drawn based on implementation, execution, or management practices is adequately or more than adequately covered by 83% of our sample reports. Lastly, unbiased conclusions based on data, relevance, program successfulness, or profitability are adequately or more than adequately detailed in 89% of cases.

Recommendations

When it comes to recommendations, most of the evaluation reports in our sample offered recommendations that logically arose from observations, conclusions, and recommendations (93% of evaluation reports respected this criterion). Nevertheless, only 52% of the reports included a recommendation on the program’s overall funding. Also, 93% of evaluation reports presented adequately or more than adequately detailed, practical recommendations, and the same percentage of our sample touched upon alternative scenarios that account for possible practical concerns.

Clarity and Other Aspects of Evaluation Reports

Data on evaluation report clarity and on other aspects of the reports are featured in Table 5. When it comes to clarity and other aspects of the evaluation reports, most of them are written in a clear manner (59% are adequate and 33% are more than adequate). In all cases, technical data are reasonably well presented (74% adequately and 26% more than adequately), and good use is made of charts and graphs (74% adequately and 26% more than adequately). Some reports (11%) do fail to provide good quality technical annexes or fail at proper organization for ease of consultation, while all other reports are very clear and well organized.
Table 5. Report Clarity and Other Aspects

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Inadequate (%)</th>
<th>Adequate (%)</th>
<th>More than adequate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clearly written evaluation report</td>
<td>7</td>
<td>59</td>
<td>33</td>
</tr>
<tr>
<td>Appropriate presentation of technical information</td>
<td>0</td>
<td>63</td>
<td>37</td>
</tr>
<tr>
<td>Technical appendices are of high quality</td>
<td>11</td>
<td>48</td>
<td>41</td>
</tr>
<tr>
<td>Data presented fairly</td>
<td>0</td>
<td>74</td>
<td>26</td>
</tr>
<tr>
<td>Effective use of tables and charts</td>
<td>0</td>
<td>74</td>
<td>26</td>
</tr>
<tr>
<td>Report is well-organized and easy to follow</td>
<td>11</td>
<td>56</td>
<td>33</td>
</tr>
</tbody>
</table>

Overall Quality of Evaluation Report

Once each evaluation report’s data were coded, we qualitatively assessed the report’s quality. This assessment took into account the overall quality of the evaluation report. In particular, we looked to see if the report was well-written and well-organized and whether all the evaluation objectives were met, as well as the way in which they were answered. Almost all Aboriginal programs’ evaluation reports were of adequate (48%) or more than adequate (44%) quality. But a small number of reports (7%) were too flawed (no conclusions drawn/no recommendations; incomplete annexes; no structure) to be rated as adequate.

DISCUSSION

The study results help us get a better grasp of the key features of the Aboriginal program evaluation process. Overall, it can be concluded that the Aboriginal evaluation process is of good, or even excellent, quality. In fact, our qualitative analysis led us to conclude that 92% of the evaluations in our sample can be deemed adequate or more than adequate. Beyond this overall appreciation, it seems important to consider what features lead to quality Aboriginal program evaluation. Table 6 provides a synthesis of the strengths and weaknesses identified in our study sample.

These results give us a detailed portrayal of Aboriginal program evaluation; when we compared them to the main findings of the 2004 TBS study, which reviewed evaluation quality in federal agencies and departments, we were able to find some interesting similarities. First, we notice that most strengths identified by the 2004 TBS study were the same as those identified in our sample: a thorough
Table 6. Strengths and Weaknesses of Aboriginal Programs Evaluation Process

<table>
<thead>
<tr>
<th>Strengths most commonly identified in Aboriginal program evaluation</th>
<th>Weaknesses most commonly identified in Aboriginal program evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Includes a detailed description of program or initiative, including funding, beneficiaries, and stakeholders. Funding allocation is well presented.</td>
<td>Few reports include a logical model of the program and a minority of them describes underlying assumptions and external factors.</td>
</tr>
<tr>
<td>Issues relative to evaluation context are well presented, in particular evaluation goals and issues and questions. Aboriginal program evaluations offer excellent coverage of assessment tools, particularly in relation to relevance, success, and profitability. Coverage of management practices is good.</td>
<td>Sampling methods and links between data and methods used are rarely presented. Use of ongoing performance monitoring data is not frequent.</td>
</tr>
<tr>
<td>Method and design are described in all Aboriginal program evaluation reports. Sample size and research tools are also elements described in most evaluation reports.</td>
<td>Non-stakeholder opinions are rarely taken into account in Aboriginal program evaluation reports.</td>
</tr>
<tr>
<td>Most evaluation reports present multiple data sources and an appropriate mix of qualitative and quantitative approaches. Reports discussion of program need to demonstrate the genuine need for the program, receptivity to needs, and to show the continued relevance of the program when it comes to government priorities.</td>
<td>Fewer than half of reports provide data on duplication.</td>
</tr>
<tr>
<td>Most of evaluations describe results relative to program success. Also most evaluations consider other factors that may contribute to program success. Evaluation issues and questions are adequately discussed, and findings are based on data and flow logically from the interpretation of data and analysis. Generally, conclusions present other lessons learnt. Also, conclusions are based on explicit judgement criteria or benchmarks. Reports contain recommendations based on significant findings and flow logically from the interpretation of data and analysis. The reports achieve the highest standards for clarity and overall quality of presentation.</td>
<td>Factors related to implementation are rarely discussed. Analysis is inadequate in almost half of the reports.</td>
</tr>
</tbody>
</table>
description of the program or initiative under evaluation, including detailed accounts of available resources, stakeholders, and program beneficiaries; a clear statement of evaluation objectives; use of multiple data sources in evaluation design; well-presented findings, in particular, those related to relevance, execution, and implementation of formal recommendations or of proposed changes that logically arise from the evaluation's conclusions as well as well-structured and clearly written report findings. Though evaluation strengths were constant for both studies, it is not the case for all weaknesses outlined by the 2004 TBS study. Weaknesses in that study included superficial coverage of issues pertaining to profitability, missing data on methodological approaches used in evaluation, and use of data to demonstrate need and program reception. Our program evaluation sample included more recently published reports than those analyzed by the TBS in 2004. It is interesting to note that Aboriginal program evaluation is of excellent quality. Furthermore, this is particularly important in light of the fact that the TBS had remarked on the significant improvement in the quality of evaluation reports after 2002 compared to those published in previous years:

A noticeable improvement on a number of criteria was observed, however, when we compared evaluations completed prior to April 2002 with those done after this point in time. The latter, more recent evaluations show a significant improvement in quality, suggesting that TBS’s April 2001 Evaluation Policy may have had a favourable impact. (TBS, 2004b, p. 40)

In our sample, 88% of the reports were published after 2005 and 96% after 2002. The goal of our study was to assess Aboriginal program evaluation quality, and we feel our findings are encouraging. Aboriginal peoples in Canada face a great many challenges when it comes to governance, but to know that decision-making processes can rely on program evaluations whose quality is good or excellent leads us to believe that initiatives such as the TBS evaluation policy can lead to improved conditions. It goes without saying that widespread systematic use of program evaluation is not yet integrated into administrative practice (TBS, 2006; Jacob, 2006) and that there is still room for improvement when evaluation is applied, but it is undeniable that better quality evaluations will stimulate further use (Christie & Alkin, 1999; Schwartz & Mayne, 2005; Weiss & Bucuvalas, 1980).

By assessing Aboriginal program evaluation, our study has allowed us to get a detailed overall portrayal of this process. Comparing the TBS study was interesting in the sense that it offered us the opportunity to see the evolution of quality, despite the fact that our sample was restricted to only one policy sector. Further comparative studies using a similar coding method could benefit from an updated version of the 2004 TBS study so that comparisons can be made between the quality of Aboriginal program evaluation and other federal public policy areas within a specific timeframe. Also, because the institutionalization of evaluation advances so slowly (Jacob, 2005), a study aimed at qualifying and better understanding how evaluation reports are used in the decision-making process can lead to a better understanding of the impact of evaluation quality on governance processes. Last,
it is important to mention that despite our best intentions, elements such as evaluation team composition, justification of methodological methods, and description of the evaluation process were not systematically present in every evaluation. The same observation was made by the Treasury Board of Canada when it conducted its own study on the quality of federal agencies’ program evaluation (2004, cited by Daigneault, 2010, pp. 208–209). In forthcoming studies, one should therefore consider Daigneault’s recommendation “to contact organizations and evaluation units, for instance by submitting study results, in order to gather missing information and validate analyses and judgments about their evaluation reports” (Daigneault, 2010, p. 208, trans.). A more complex study, integrating meetings and interviews with key players, could complement our research project, refining and contextualizing the findings of our documentary analysis.
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NOTES

1 The representativeness of the sample selection process is presented in Tables 1 and 2.

2 In 2011, Indian and Northern Affairs Canada was renamed and is now known as Aboriginal Affairs and Northern Development Canada.

3 We consulted the websites of eight independent evaluation firms that were referred by the Canadian Evaluation Society: Goss Gilroy, Science-Metrix, Raymond Chabot Grant-Thornton, Capra International, Universalia, Johnson Research, Cathesis Consulting, and Harry Cumming and Associates Inc.

4 The oldest evaluation reports date back to 2001.

5 Readers are encouraged to consult the TBS Study Annexe (TBS, 2004b, pp. 46–62) for a more detailed description of the complete analytical grid used in 2004.
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